# MLE, MAP, and Naive Bayes

Suppose we are given a dataset ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///8aGhrBwcFlZWVHR0fR0dGzs7NXV1ejo6M4ODh1dXXw8PCUlJSEhIQoKCjg4ODGoDUpAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC)of outcomes from some distribution parameterized by ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=). How do we estimate ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=)?

For example, given a bent coin and a series of heads and tails outcomes from that coin, how can we estimate the probability of the coin landing heads?

So, we have:

![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///8aGhrBwcFlZWVHR0fR0dGzs7NXV1ejo6M4ODh1dXXw8PCUlJSEhIQoKCjg4ODGoDUpAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC)= our dataset

![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=)= unknown parameter (or parameter vector) =Y

![p(\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAASBAMAAAAnJKpfAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAAA40lEQVQYGTWQsUoDQRiEv4TdTbxAJLY2Z+wllWWwsTYogth4rQpyCHKYyjpV8gCBtNq4j5DG1BHbPMSBL+Ds7Tqw+8/OsvP/s9DAFLG2Y9H+mJjz/9IKfq6HOp0mxXg6S+wSHpKSbdmV8AF7SenCWPS7JNNFwD3McjjytGV9fH5VTOFwMRic1NgV7uWtM7+Fg6qqnmpMjcu8WUuZ6XHLB4Vu2ZtfwLsUOdsR7OhP5By6f9I433BHH0ycMDuD30vP/lYphiFFmHCjZXNtDZTCrQNThwglff0K9DkJLk8EW0SmH/sDMqwu+WEe9hwAAAAASUVORK5CYII=)= our prior

![p(\Theta|X)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAASBAMAAAAJYYvNAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAABLklEQVQYGUWRsUoDQRCG/8TdTTzhJIKFiGETe0llKddYJyiC2HjYqSCnKIdW1ledDxC4Vhu3s02j9altwFc4sRdndvfOKXb/mW92mJkFrInY3f9nu5HntYpqoUytCuDzYEheVUew7ZUw6Ewhp5aN+4lc0zjzLCgxT4An9y6DmACLnnWBHZLvia05KK/JCSiZ7RTINDAwlrVeIoq1DbC5ux/fAesPvd5WZdnCKyHIAurmvpMfAStpml44JlaZiQoqMGJGLCO35Wqe/HqGbrKUj4FH8l0vSl9yG3IEzBFOqBee4dnO8IGwIsa9HOIYIZWvZ1cjyA1iQQT87Bksl7Szod2Z+M7x1ddu9jfKkaSdcTVntDM1Y9mEGsG7vrWDXnECW8OUtj4dMvaq8Dfob/8ASVpKUS10adkAAAAASUVORK5CYII=)= our posterior distribution

![p(X|\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAASBAMAAAAJYYvNAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAABMklEQVQYGUVRMUvDQBh9jXfXGiFSwUHEEusunRwli3OLIoiLwU0FiaIEnZwzxR9QyKqLt3XtonO0a8G/cOIuft/lkn6Q9717711y3wWwJeKqL9Br6FXDIseUrqWiJjDA7LhPyz0nCQoNe4ncCMlrjyHHwKXz/JJIBjECefMEeAWWndfhvl3eERrsE34m8CnCdcHQmkSEBllIOQ1PAzsHR/EjiVh6ZzTYfO52dw1kAXX/1M5PWRXrjAZraZpeGwgD5Wsxtd75X+Vl1FqaPXSSlXxISxXe8NcNXgjpLHIAzBGM+CxfCChJHs/wBngaOMEZAto2gNyynqhm9yPg91BjtRQ/Ob57Ie/DrM93xrN/0CNJdMXvtUV3pqbMGmXB6K4f7MS3HLBVp1ToBMi4ZoUj9G//AeS1SlHTO4x9AAAAAElFTkSuQmCC)= our likelihood

A quick note on terminology: the term ‘probability’ is usually used to talk about the possible outcomes of data given some parameter, while the term ‘likelihood’ is used to talk about the possible values of a parameter given some data. In both cases we’re working with a function of two variables: holding the data constant gives you the likelihood function while holding the parameter constant gives you the probability function.

Probability is used before data are available to describe possible future outcomes given a fixed value for the parameter (or parameter vector). *Likelihood* is used after data are available to describe a function of a parameter (or parameter vector) for a given *outcome.*

**Maximum Likelihood Estimation (MLE)**

Maximum Likelihood asks: for a given dataset, what is the value of ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=) that maximizes the probability of the observed dataset? Trivially, in our bent coin example if we observe 30 H outcomes and 70 T outcomes, the value of ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=) that maximizes the probability of seeing our observed dataset is ![p(H)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAASBAMAAAAj0XpiAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAAA7klEQVQYGTWQMUoDQRSGP5PdTbJLVgtBFAILHsBUaSSyFqkN2oiN28Y0G8HCVAEvEMgF9ghrFxAkjSKkyQEsPELAC+SfzOwr3v/P94afeQP78jKr1JzCuHJBWbmiMvSc8zSbnibRT58nh8INeB34gpZDTWn9j4ZomFs2ksRdohnUlHE+uMumQgcprQL8guBl1pg/CF1ffrynitwShKW3MugKJhIhmnk0v5F/g0+J34Vf4qHi2yewEDLx9zwSa3oEx0JhCv+3JYeb9nLNxVlun/ptAhI1W1ooWBm7NW1fWvtVe8GzPetGUjk/c05fuAM6iSfiLdxDaAAAAABJRU5ErkJggg==)= .3, i.e. our bent coin has a 30% chance of coming up heads. But how do we get there?

We would like to find the value of ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=)for which the observed dataset ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///8aGhrBwcFlZWVHR0fR0dGzs7NXV1ejo6M4ODh1dXXw8PCUlJSEhIQoKCjg4ODGoDUpAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC)is most probable under some distribution ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAKBAMAAACUK2mNAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAAAP0lEQVQIHWNgUHYNTmBgK21gn8DAxrWB5QADA0cB9wQGhjsMfAEMDBEM8QwMDJ+DNgDJY0DMwHYASDBUHgUSAHgzC/Ws1m+BAAAAAElFTkSuQmCC):

![\arg\max_\theta  p(X|\Theta) = \arg\max_\theta  p(x_1,x_2...,x_n|\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAT8AAAASBAMAAADfzcTEAAAAMFBMVEX///8aGhrg4OCzs7OEhITBwcFXV1c4ODjw8PCjo6NHR0eUlJRlZWXR0dF1dXUoKCglrMPrAAAD50lEQVRIDZWWf4gVVRTHv29m7zznvZ1xFyF/JNuEtLQGNvQ2xJ+8giCDYEhkYRPZxQj3v5flvzLGRgThzqqwPMV4//hHRTBgfySUXSmhX8aIZkisO7IaFhqvRPzXc2fmzt7nbjrv/HHvuefc8/meufPezACFjDkPbzMfDhRYL6Y8pqi4yHM5ycs8LcxDhZ0FymNKuheJcyIHJmtNWr6chwo7cdGdvFsRRse1e02kPxGAw9oHfR+woahavk9QilnXIrZP4INgLqjBqQj4BzCKaSm7Eoqy/n+3a5GyYE37v9HI8RqNhyLY1Gd3llAKlagiWu0VbPzuhvbXju3A6Bdb4qMXIGIzK+y1vqQNCqf0jUcjx8GAmg1hhjJLs0phn106a26NsG7YM99xr/+Qb0so+epRjipi1MuOfupyxftQA9gBvIfNEDHcM9MjOrZz2LkmaD13xcjx5Hh//3EOPRbLzDooI165rrfwFvZjuXcy3ZFR9O1Xb8qa2p1PxBUrlmdVEc03XNbG8qjkAFYfYecgYhhZl5RqlxrWGB0udb9CjByrZ2dn13MwTqtfhAV0girlIl2h1caz2Au23xVFkBTX5q8nAUDH7Z4o87Mpz3aIDG0OWAN28DvtIuwEngcoBrsF7Ayh2SFrJw0O/SQ4dPo0lsK0QRFJTKXMwQi0NrSjnwJ/U1ahOBUPeDOp0HAKaM6n5emYZIWrilR5b8Ba0JtfUSJrUMRgHoBVfxUoR9Wx3ZTTgovigjn+pJH+JHqdZmkdlKzBr/EjMON1UkqA+XNW1QfLLfkSIWbKJqaKHIJxkrVQTRJZgyKGZ0Zg+OeBKVTcQcp+hAqnKX0C3CadkFbyFndQ0gaX9WEi0nY1OimjcHCCCslYS9Pjsrjo3ERWmCryNCqnWQu2IxJJg3MQsWWxHa9v/gdsxFZU6ADr0FfRFvrxpQ9q26OVtA6KaNBqa3343D1MT0yFYtV/hSsaHAIu98Y6/Cm6M7RKhiT7x+ktnSLV+RcmRgcc1r8yBq4MTK7cNn5LxL5t9K79khrG95tC9Prs3Bg+XhOIWkw2xavOkM2JWaVY47deevfKgH+2NnjiPs5dGFYoNzdsgmhw2seeN+YJdx5mAzNimPaZyO5q0WnwxSLXnPdvqIqJf6anDtAhQidUZlw6S73qilGoQc1JMVVP4mSo6u5JGkzjCyJ0JsP5XunUKj7o70jGZWjBW+pjoRiFGtQz3otWJMlZyPDveEuJmGeOhXJrPk8eobuePJ6v5jGeefSrWWyFKPrbLj5Ia62n/s0hWcjADidvcEmRvEJ1dEeu4swp/i0pK+ncnAX/kV6cZUnkAb08U2lpq/4vAAAAAElFTkSuQmCC)

Assuming independence between observations in our dataset, we get:

![\displaystyle \prod_{i=1}^n p(x_{i}|\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEsAAAAuBAMAAACSWfkwAAAAMFBMVEX///8aGhrR0dGUlJSzs7PBwcFHR0d1dXVXV1fw8PCEhISjo6Pg4OAoKChlZWU4ODhuwkspAAAB00lEQVQ4EdWTMUvDUBDH/4YXok0sBgdBEUJBEHEI6ODYIZuCgqBLhQ66BxVUhFI3Ozh0KwVBpToUh4pghzoUh3YS9AMIESe34iJu3ksaTWLbBJx68N7du/u9S+69ewAgzBk6qTAR15AOY3h8XjSjYDlpKgqWjd1HwfqcyavqC8mzqmo9K2nY8YHJ3hRkBxv7yZX6sdqGzDVzsHE3qOiutdI2bE8Qk1wKFlA0arS8phHEVj2YkAPLAc0O2IEHO9WAPWCwA9byYFdk5zVIRAc+qmQ92GcFuNEh6z5MvjSuBRMwtqsrBFsYPVLVOwuMfJ5sD8uYJhdDJqZJdcImEolEw4Jo+bD6DjYIU7Blf9jCJ+kBPYjhAwt8J0ba2D7pvAZ25ss29IRNXoKYVpQq/zd+IBkES2AtZtFbnImbTCxwTHSOV6KCPCXES7fAO9ZTuxWUOIZijV9W4HiH6+RbpEHypXHMkSYpT7ZH7o07oUM7m2P7r144SZJbqDixX0zhHk82J77kYmbbsNvyT/e6lF831HdynIe8BXpZaguvNGv+7X20ov7j8vug7GWXSX7rEgi4qTd6Ce8/LiGYWFDK5fJFGMb7L0I2fM1Gykb9R8KOk7b+3/QNOSxs5j/1Gq0AAAAASUVORK5CYII=)

And after taking the log (for numerical underflow and ease of computation; also, taking derivative of sums is easier than derivative of products) we get the likelihood function ![\mathcal{L}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMBAMAAABGh1qtAAAAMFBMVEX///8aGhrR0dFXV1coKChHR0ejo6N1dXXw8PBlZWXBwcE4ODiUlJTg4OCzs7OEhIQoaVRWAAAARklEQVQIHWNgYGBQdgUSDGwVExWA1GqG1AYgtQ2IGRi4JMAUewCYYjkAphQvgKlSMMngxcDAe4CBR3BnbqsCw/V7nx1tGQCZSQymD7RmGQAAAABJRU5ErkJggg==):

![\mathcal{L}(X|\Theta) =  \displaystyle \sum_{i=1}^n log p(x_{i}|\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALIAAAAuBAMAAAB+AF5jAAAAMFBMVEX///8aGhrR0dFXV1coKChHR0ejo6N1dXXw8PBlZWXBwcE4ODiUlJTg4OCzs7OEhIQoaVRWAAADb0lEQVRYCe1VS2jUUBQ9zdjJJG0S47f+0xYU/OAIbpVWEMSFFEFExRIFLQWVoaBW0Rq1CqKLdiEoiBQU/Et14WehBF24EOugUjeiI0pd+KsILkRb73vJe9PUkc4M7creRe65595z+t7LSwfIP+Z3fcp/uKDJy3WlBc3nP1yeuZD/cEGTMa+poyBB3sMx/EjnPTw6+N+cQIm9hmJDrW2PG+Y9l9sud1QeTynQWf/7pgZWwmfRjBC99wSVzdeyMESuZF5JpAuUpRjTOi3klV4xILPhCzhIXL0cSIkeNCDR1+MCVmQbui1GMnJUAFWAQeJ4c7uj+8CliY453mXNag/vPBjCKtB9myr1UMXRBNRV2YmKr2CLp3rUvA09A3JOLANUsk1KAQOlEzxZGzUSMtAsq6j4FvFlrLfJm0tPDVYdHQhdriZGyjBsosOItwnEc6esImK9gvjnrFfyoIOeGsp2AfHpwDZGZuPtLIljroQEjKSsImKVLWUO61mr2FNDyUPbnrQO+MDKbKh2hyhKPJz45CO+ozH+88tvJQV8aWpg3Yh4jE8MN9FnEmLNzVVVC8j5ElWnWbiMB26sCDIwD4mNOItfOPPsI6rNFEzssRw1HRVXpmmeO3efZEraEK0BdBrMeWBUThbVI8RcHFBqsDq9D+fJ2cB63ouIdzKKmRhupUNJg5oM3uBXqgaGJddcj4Me7lttqMFNPNTbaGosn4yIV5Knz97gUZSykfDiEGRvcOBpHHeI4FGRPg9lRczXk4ka1LM3qNcZRkNUXG7f3X7EKSX7XpjsmtBlP8e/FOwNfUSqF8DozBxHrMPyY77ZabahDgu1lKkfjopfvv5euwSap7cncWyiy5uJH1sJDPpSEPOJC6IlbXY9QaLlo6P10c5O4cK1Fhd9ucSmK0RszUEM+rqxWzSyuRVj0lT1BMwdJ5eYnXAQ0jn6HwlxOs1oXKdr94JRoYQ+sBzi2VIkm92S4uCKF9a9gn961VUWZ6hSXEHlEJtsVzxUAVwBeDbuhaUV5Tn7OezhH2LRzpnFlVMWeTn7xZNrqyjm9jy6Uejv4FB/UrNFDPgBGEqUV19hS+bh5DU/OlTsCeznQt0vVj+UrnHEnOPD79yd4tsZAeeLyTf9/f3OCDhbGbCI+/QY3ig7NFJrVl2+0ndLh3fBxbj9AbE70iYBrDyCAAAAAElFTkSuQmCC)

Finally, since we want maximize ![p(X|\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAASBAMAAAAJYYvNAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAABMklEQVQYGUVRMUvDQBh9jXfXGiFSwUHEEusunRwli3OLIoiLwU0FiaIEnZwzxR9QyKqLt3XtonO0a8G/cOIuft/lkn6Q9717711y3wWwJeKqL9Br6FXDIseUrqWiJjDA7LhPyz0nCQoNe4ncCMlrjyHHwKXz/JJIBjECefMEeAWWndfhvl3eERrsE34m8CnCdcHQmkSEBllIOQ1PAzsHR/EjiVh6ZzTYfO52dw1kAXX/1M5PWRXrjAZraZpeGwgD5Wsxtd75X+Vl1FqaPXSSlXxISxXe8NcNXgjpLHIAzBGM+CxfCChJHs/wBngaOMEZAto2gNyynqhm9yPg91BjtRQ/Ob57Ie/DrM93xrN/0CNJdMXvtUV3pqbMGmXB6K4f7MS3HLBVp1ToBMi4ZoUj9G//AeS1SlHTO4x9AAAAAElFTkSuQmCC)we set the derivative wrt ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=)to zero:

![\frac{\partial \mathcal{L}}{\partial \Theta}  = 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAVCAMAAADhGEdVAAAAM1BMVEX///8aGhqzs7PBwcGjo6Pg4ODR0dGUlJRXV1fw8PA4ODhHR0d1dXVlZWWEhIQoKCi5ubnLIUXpAAAA8ElEQVQoFY1S7RLCIAzLCvKxCfj+T2tacN7pQPtj4yBtkzYAxPkbNKQ0+68/IQJJITVgz2usvmZiEhvcyhrrvWdlIERxO/FVlngFS2XZA3AboT+4aElQ313zSCWYhmmLrCWxBRQHFOaWqBqmnILhm8DVHIlytaY9maDLHkYZu+d82OA7yhmEMN74b+zVzcln+4grMO/ypquk3kmcdErnA5unie7+cV5kOh0W9dyVLbj7x466v2lE0ZSXf7ozrek0oz+Yfx7HvbWWyopRh3f/uEOVh5e4RYvhn7/5DP/81jt6Dv9AvPgx6gUbPl37Z5bzBHltBgzvdcGlAAAAAElFTkSuQmCC)

**Maximum A Posteriori Estimation (MAP)**

MAP asks the same question as MLE, but lets us inject a prior distribution (as well as our “confidence” in that distribution) into our estimation, allowing us to essentially create a regularized a posteriori distribution. For example, taking up another coin example, we may take a coin out of our pocket that looks fair, but over 4 trials produces 1 heads and 3 tails. According to MLE, the best value of ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=)for this coin is ![p(H)=.25](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE8AAAASBAMAAADoCp6cAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAABZklEQVQoFX1SvUvDUBy8xny0Ca8aEERBCLq52MlFlBR0Vip+UAfjqC6toGBBKDg4FQr+A50Et7iJgnaxCi7p7uA/IBQcHeolaWJaqQfv3b37He8bCCA7IUPq8TA6igqqG6kki3jQiNVCrEJhPOWQNy97rsx5KpOW8bqEw4Ggiy62TyNT9wB5GngGMpEXsvhE2dmKvTTVyAc0ZvVS7PpCvKBt/wYPaGVzMKqA9Oc0ZWdzJsfA7OqGUyGnbGQagMLWjxsUMAeoJ1WtXmQpv/hwa3OrHequD4uC0Grs9j2ouis3/eAyUCYFQXKMjEeZKgHpklFfo74AHkmKv50kriFaaDP4juw6DyMmgCsGgsMklpYc7bwerLWDPWQ50xgwzqBuJ6ZTLeyuFD0X3zS/Ci5GPXH3hvkpLtB34VJVmKYJ495isMWm+CLE4BNGPtSmLzt+F2DwU0Q+zvi+wHE05q7+heL0ykM/7g/ItEpeVveBXwAAAABJRU5ErkJggg==). And yet, this is not a good estimate for the coin that looks fair: we know that it is entirely possible for a fair coin to give a series of outcomes that looks like this. MAP lets us regularize the estimation of ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=)so that we may say something like this: we believed the coin to be around 50/50 and it may well be a fair coin, but given our new dataset of 4 flips, let’s combine the prior distribution with the observed data to come up with some new estimation of ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=)that lies somewhere inbetween the prior and MLE of the new dataset.

While in MLE we looked at ![\arg\max_\theta p(X|\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHUAAAASBAMAAACX24xtAAAAMFBMVEX///8aGhrg4OCzs7OEhITBwcFXV1c4ODjw8PCjo6NHR0eUlJRlZWXR0dF1dXUoKCglrMPrAAACKklEQVQ4EY2TTWgTQRTH/5npbNxNdjUUrNZSVsRCK2gwhWL9YBEE9RTooVB6SMFDe8uhvZatBEQQumpBIgi5eBQW9GAP4oh6EYQVv/CQdsEiCiJB8e6bze5UikYf5L3//t5782Y2s8B/mXB3lpk7wV+fj+hMNVUs1OgfItZ5CTQqTXo8q1FvIWjI7GDE9waQsOfB54GjvVt01vFJLkOUQb2rEfANMHS2t8ir9HX/LXmJi+RXIjgRWOUcJp5usS8XzgAz907GN18m7Fa/M+RTVWIjyuceVclLLAe0TggzhOHlXX73jVW9wgCxhEVMJgw/Tdob2drUuLuhRN8P5SUOzJVKtyV4DOYbZdHB7ijnAvYeXMJmwjB9SJWCva7bNdoSLdyvvMT+drs9JiEkMDoZiDqc4D0l7A4WcCxhcFrAVAjmhKKT9I6+oAq1Z/K5UPUWZDEQLfDmQ0Jpr2Iwl2B754F8VKjNUo4Fr9QhJD6Rp3fFPazAuCNaKBDQvYrh8DQM/zmwCqs8QrmrsCSF7n/0FepdHYR1X7TguMS7czcTtit24rHmd2ACp2DRWA98H5XQQbt3w6mi8PH4wsywK0oDMfBuuDFweu6zYo/rxaEHdAY8OxGi6IsnNVwbDFQvGk11Jw36dW3DvbyVaR3X+zyARoNTU2oyE9t3klYaz6iOFcsHo9HJtJTKNP72LZjra2FGdWzcoGMkN+KDZjJVbHsrOvdnwd2Mx6mgb/8XUZKQlqzQo0UAAAAASUVORK5CYII=), in MAP we look at ![\arg\max_\theta p(\Theta|X)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHUAAAASBAMAAACX24xtAAAAMFBMVEX///8aGhrg4OCzs7OEhITBwcFXV1c4ODjw8PCjo6NHR0eUlJRlZWXR0dF1dXUoKCglrMPrAAACJElEQVQ4EY1TTWjUQBT+dtLJmuxmdClYraVERKEVdHELxfpDEAT1tNBDofSwBQ/tbQ/2uqSyIILQVAuygrAXj0JAD/YgRtSLIET8w8O2AYsoiCyKd99MOrEWujqHzPe+9755703eAP+1uLs9zNpO7Ggf1Z6qBizU6F97AjQrLYqKsshzGeoNeAhnDsac0s4MxsbeAMd6SzKv8LEUA9/TvA3wMmBm3t4gD1yiiMVY1bzsvyNDxGCV8xh/tsG+XjwLTN8/ldx6pbjb/WLI1yceARoBsBwqbe5xlRxWCNPLu8a9t3b1GgP4Aq5gQnH4ZVGVtFYmx9w14MBsqXQnUtq+n5I3EjDfLPMudsc5F3D24DLWFYepQzIC7E3dqVFJ+zudzmiq5f3SwSNgZCLgdYjgA9lOF/M4rjiINjAZgomQd0nbIHcurXnkJWGpLUTFgLdhtB6RvamVHKwFON4FIB8XajPAZ3Knd8WC17Ibw8MizLukLZCVaSWHw1Mw/RfAEuwy3ZX8R98g+70Om77yrg7CfsDbEC6Zad51xe1KRDLa+gGM4zRsKlHPBvNg7KNYUUXh04n56WGXlwYS4P1wc+DM7BfJPakXhx5SD3h+MkTRp5lsqZnkT2u4MRhsnY019+oGHfb3Wu3zAEoNg2LTFWmwZSbpzLGM1qBi+2CUWrWZklG60ffPW7BWV8KM1qB5k9pQg/BRU5EGLCtFMzvthrvpSXQEvf3fv6OQlkymaswAAAAASUVORK5CYII=).

Remember Bayes’ Theorem?

![p(\Theta|X) = \displaystyle \frac {p(X|\Theta) p(\Theta)}{p(X)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKQAAAApBAMAAABJtZ90AAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAADJklEQVRIDaVWQWsTQRT+0uxu25V2SUFEimWtBw8FKYIepRcPnlJaBO3F0JsKEkUN9eQ5p/gDCosIUi/uTbzlol6jXgv6D4x6V783szObnYRm1zzozJv3vflmJzPfmwIVzGuNJcdZxEBzYxknB+5b2DOeCZk+SA1Srk9sWgQsXdmJgXoLyhLg6811ulf1uGTr8Quaa23/bAxSHgxwe4CAXDRC84fwD4F7aly2CQfM7MLbBimXPgFhAvTUbELHbeANsFiWTeUtSHt+8JhthPp37v0M8FqCIHSN3ec2QjKXt7uSWnu3xTbCwktgbhXYkCAIdWOul2IuVYESzYXru61nklf/IG2E2vtGY+UHsIcMWn3RaFwawk8Il7HgyfP53p5keqelJeXFTucpKZsGWul0Og+G8IaCl7AgTL2+otz/I+nceMKOG28aqMtxLS1PiYX2qV6Tk4L4ofz+EcKePp5dAx0xzOPxN9mLGT3pkbSOso6xvC3H8wXLsrPsEtHdQAbJJXrLeanMphk9YUsN2TjKuoU7WGZ0E/45ohFwQ111vEIGefqqh4YhMXqST9BWVNbvnRTRwPvZw7e1WFEuXV6nw6uuIRKsiyAX+SeW64mUmeaKyvrILD+WXGX8Sm0UZBEy03I9yVdqzZnl1NSgL12+BUtZbwV9IjlkNpfrSWZpzRWUdaAu+COZrMxS7qMIBXGWwbPM9CSUWnP26LIcdn7L+KFx4swxkLooRT0Jpdacn2TZlTtHT0KpNSfKiv7SflXldPQklFpzpcU6vmImtSMi1BMpM81ZZcmUWqO8wdETKTPNyfH838YdPQ2t5qyyxjemIrYsONWAYFFPQ6u5wlWfQGvLglMNmFrUkxyPNqMsM3b7xAaMYEwg6Itnmawz7UEeeYHdxYt6yrmtsmTFCTbyAk/+iYyekJjZ4z+6QXTPsjCxGhSzKo1YFk6oBpWoJNl5gf1EgjOZKQuj1WAmQirWeYFnqAb2S5wXuFANbFI1x3mBpRrMas4LPK0alFnOeYEnX/UyRHlOsSxU/Mc3pxnxgr4MSlcDSZ5mTlmYVg2m0eW4LQtuNfgHYbjnQ2CdghMAAAAASUVORK5CYII=)

Notice that ![p(X)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAASBAMAAAAj0XpiAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAAA2UlEQVQYGTWQIQ7CQBBFP2V3gZIUhUBASrhAFboGTQOGYGhwgCkEBCg0qkfoEeqwGNANmoQrlOAJM+3uiPlv/mx+dhcoSoSlwtIKbAyp1FBiAENNgnbjXiQ7LtbasjOCC0QANLRVZ+1ne+p2VHorlsrVp25RxmA0DU9sVe/cZQJ1ONfiOQ+iXfQcyk7FrbCWP22hHjXjMQ3K3XKy9IAXnIDjn3ByEo6fYQGHDnmQXbJsH/hOUrQy8Ynx7rnlVR+0ksS66EHqxswpZdGzj8UFd8ZRriEZaqIv/AN8vCemvXOqgAAAAABJRU5ErkJggg==)in the denominator is a constant value (used in Baye’s Rule to normalize results), so we don’t need it when estimating ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=).  This gives us:

![\arg\max_\theta p(X|\Theta) p(\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJYAAAASBAMAAABLDjofAAAAMFBMVEX///8aGhrg4OCzs7OEhITBwcFXV1c4ODjw8PCjo6NHR0eUlJRlZWXR0dF1dXUoKCglrMPrAAACzUlEQVQ4EY1UW0gUURj+dmbP3mdsETIvyUQkaGSLK4lWsihC9rQkJNhCK/SgT+1DPiZjLEQQOJUQmwgL0VvBQCH5EJ2oIIJguxk9rA5koXRhKXoM+s/cpAi28/D/3/nON9/5z9n/LPBfg2l/y6IeccIFhkfUy/t9QdZFkukAL2Nb4mv/DSyf5kAxXaLpkEOpQGS4n4oKag5RLzIqItdSkXca4FCmIE8B3c5Hp4BVHYd0SFY9F2dd1SnPgqVAXvMV4BsQcpY2EfkFqBaQd4h6MSwEV/S3FDmOU5yrQCVLGgUEy3TM3cBXSOkR9D3ekLZGB4GJO4etay9s7nqj2qYLsRgdIgQeZClyzBrkayJqClLKI7wFRFuBRYQyYU2+9SaWvSgBbAbnMGBz+Bl1Nl4Y69XWxGfBHyJytE4mkzc4ZCs6kh5SLASWk8nm28AgJD2UYjU0VAIaoOzAGazbHMb3ik8hvS4oeSqZNmoUkaO5Wq12cTB+oA+rMnktVauvyCsHdA4YrADVeEdCpYZpHLQ5qGVgzISkmqxme3U+d7xmKQVM8tI+4zR5hS0i6Iw5xHnCYGXIpfvEuF6CQ3QGSuYYEK7E87QlJOOlODTHJ4p093IG57HMONS8c/e9mENoiZURJ4HvJTjsG0dIfwrMI5bqoLVLiHFKTk98oes2IzXcpLu3e4KWFrEHsbusDFUjnVPXus1FLNXqKn0H+nAEMSorA3kXSeiinF5Vs3JB5igDJ+1exUfEP/RMT7RrLNlkUQe3F5uOTm4K7mEh0XaPzown/SYSOnuUx+UWQ3ihWBJvKITE8CLwjA44WqKF7V5d0y5s0PzPsRLMAFQaZKF1BvdANxo0wv3efPsN0U69HuvndEyHRKXZ1bgsdzO9bfrBgYQ3D2oeiq4smB72c/EqHdvu0Pc+x10kGcrZFGHFK7nTl9QBsuYJLBf4/4U9LmHgN0bUvrbIRlIGAAAAAElFTkSuQmCC)

As mentioned above, the difference between this and MLE is the presence of the prior. If we expand this equation as we did with MLE and take the log, we get our likelihood function ![\mathcal{L}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMBAMAAABGh1qtAAAAMFBMVEX///8aGhrR0dFXV1coKChHR0ejo6N1dXXw8PBlZWXBwcE4ODiUlJTg4OCzs7OEhIQoaVRWAAAARklEQVQIHWNgYGBQdgUSDGwVExWA1GqG1AYgtQ2IGRi4JMAUewCYYjkAphQvgKlSMMngxcDAe4CBR3BnbqsCw/V7nx1tGQCZSQymD7RmGQAAAABJRU5ErkJggg==):

![\mathcal{L}(X|\Theta) =  \displaystyle \sum_{i=1}^n log p(x_{i}|\Theta) + log p(\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPwAAAAuBAMAAAD+c2lwAAAAMFBMVEX///8aGhrR0dFXV1coKChHR0ejo6N1dXXw8PBlZWXBwcE4ODiUlJTg4OCzs7OEhIQoaVRWAAAEUElEQVRYCe1WXWgcVRT+dja7szPJzDhqNf5PkqJQFbcgfZAqW0EoPsgiiGgxjIItAZU1oEbROGqrSBW2D4oBkUALtbaVbR/UPihDC/ZBjYNKfFB0pRIfmsaIULBo4rl37r0zO0vafdiwKDkPc79zznfON/fk3tkAndtNM/Odk7vP/KBa6H7TzjsONPd3Tu4+Mx+MT3e/a8cd8zgbdUxeI65N4H8xgZx7H9m2La57cS/2M+D6XFb74orVkDfbb3SsJ8U2XiPQr4EMJevhBArkt0VSAUlPSD+qrClREmKRnVeJuLYoCWq1QglXKJbpeFX0WGHkLqCmGAZQWprzAadlIKYrKU1FlUCXACsUqzwHRE8pFCf2eGYIHFjn2Zf4rMNIgFMBLKkXF/9xZdJEl3+JOHRIZbLFTZ55smUjIHpK4SAeDfSAeB/DJLqB0p2ATtplXisfhUsDCWFVFGRgQnnZYupC9p3KczDRovARxfpZ/OFgAz0NOFWaDt2vcRZUZrkUFlasS8TXhvKyxTWeGVN5QU8pmIMU+5bFc8en6Wmg/2mgeDXwGAsm9st1Cud9BQlYZeVli2P5TSrPANFTCnqVQjewuHMPexrInXDdyx4AfmNuYro7LZ1cgDfmQxSfGCueW/hHI5GF8R0smy2O5QdRmvkS2D5XF/SUQl9IZVzJvJYQ6/DI8PDNJH+AvClmPosDR7bGK3AjSg/hPfyNd785jRG7BhvPOp4eZYrFhdIa2BUZTSc0QkFPKQxF1JTLz77F2tP82DvT8Jl82oYul95J5H28qFVwb/Q89pG8hQd5rqXYmJo6NvU2MFDDJuiL61HwBD2l8BSrY0qWP+TRYkAvx0fvd/LS5qjdj+KlAJ85dVRwFCfMOrEu4sxsMdsICs3SIPqbf6EPgp5SuJuEQ3b0XkWB9RF3hyA7eunh7/YowG0w2gdtaz40y6UKRtnRM6uWtSNbLIafe9OsYH2wGXsh6Pxqc4UB99jju7wCvcMibHYJDGAv/+zgOSEml1EJrEZzN/LTTpgP7YZdRxW3GDXbfKW9uMZKfrBLDdxGJ2UzBD1R+P6nP7fcDiMw95Tx+jqfdyid3U4g89lBPqRYbJORPfMVSpOnPWOJZvQO9h+e9LHUXszl9TOYn4/w2sJRCDoyCrYvO7Pdx5b56OIZmUjWneiLyJuLI594bcWLCZfOU6WFTgPnb8codcVT8q0/OSiWFUWAD2me/HsqSuhrtVIxVZhNJ2yhp3/Urle9VYdZFeLgYCB8taOvD/narU2Kar5IJfKZYsoPnPscGXpCsiPZQZfAl4Cv1qfCdVrjPHpG5LBCsUyLVdL9TPw8rrx12sbgPKxVS90/TLZh7uSRVflf70KvbbjSUv91XKioe3mNbZ6b172ma53+IxN4gb+nGfb0dcd6K1/skfxsjU+9V/Lvl39eXl72eiXvNMGsGNKjB9b/ck93r/t8z6fu6MHWV03yXw3AKmGi7luGAAAAAElFTkSuQmCC)

The prior in this case will essentially pull our estimation towards the prior value of ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=). Note that when ![p(\Theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAASBAMAAAAnJKpfAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAAA40lEQVQYGTWQsUoDQRiEv4TdTbxAJLY2Z+wllWWwsTYogth4rQpyCHKYyjpV8gCBtNq4j5DG1BHbPMSBL+Ds7Tqw+8/OsvP/s9DAFLG2Y9H+mJjz/9IKfq6HOp0mxXg6S+wSHpKSbdmV8AF7SenCWPS7JNNFwD3McjjytGV9fH5VTOFwMRic1NgV7uWtM7+Fg6qqnmpMjcu8WUuZ6XHLB4Vu2ZtfwLsUOdsR7OhP5By6f9I433BHH0ycMDuD30vP/lYphiFFmHCjZXNtDZTCrQNThwglff0K9DkJLk8EW0SmH/sDMqwu+WEe9hwAAAAASUVORK5CYII=)is uniform, MLE and MAP are equivalent, and as the number of observations in ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///8aGhrBwcFlZWVHR0fR0dGzs7NXV1ejo6M4ODh1dXXw8PCUlJSEhIQoKCjg4ODGoDUpAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC)increases, MLE and MAP converge. The prior term in MAP has less and less of an effect on the estimation ![\Theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAAU0lEQVQIHWNgYDJxDWBgYEhXYHBXYGBqY2DgnMDAvICBgUmMgXsqAwOrDAPjcUFB0bUMjGFpaXlrGbgnAFXLMHAWgJWANVxgYPgO1s7AZBoawAAAEkENRMAZY+4AAAAASUVORK5CYII=)as the amount of data in ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///8aGhrBwcFlZWVHR0fR0dGzs7NXV1ejo6M4ODh1dXXw8PCUlJSEhIQoKCjg4ODGoDUpAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC)increases, and intuitively this makes sense – the more data we have, the more reason we have to adjust our prior beliefs to fit the new data.

**Naive Bayes Classifier**

MAP serves as the basis of a Naive Bayes Classifier. Let’s assume that we now have not just one parameter determining the outcome of our random variable, but a multitude. Extending our coin flip example, instead of outcomes just depending on the bendiness of the coin, we now model the outcome of H and T as a function of coin bendiness, wind, surface angle of the floor, elasticity of floor material, height of coin toss, gravitational force…you name it. Now, what’s the probability of our coin landing H given our vector of n predictive features ![\Theta_{1},...\Theta_{n}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD0AAAAQBAMAAABXfmoyAAAAMFBMVEX///8aGhrw8PCEhISzs7Ojo6PR0dFXV1coKCh1dXVHR0c4ODiUlJRlZWXg4ODBwcHqUf8VAAAA9UlEQVQYGWNgYDJxDWBAB8ouoTChdAUGdwUYB0qzFTGwFEHYTG0MDJwT0OQ1EhgYZkLEmBcwMDCJoclbAfmKCWBB7qkMDKwyaPI7gS4KPAAWZDwuKCi6Fk1eplBQMOoCRD4sLS0PXV40LS3tFUSeG+Q2GQb+A8hG7ARyGCEinAVg98WiyE8HykPdB/bfBQZWFHmQ/+YC1YDAd3D4AOWfMjDwBQBJIMEPDp+cIz5AeSbT0ACgFw8wBCowsG5giAYRDMqhwPD9v4ALbAKIAMrzPYDzIAweh59wEaA8C5wDZbArTPsAE3MvYdCHsWE0O4PpAxgbFw0AvjQwyRyqvFYAAAAASUVORK5CYII=)?

Now we make the **naive** assumption that these features are all independent from one another, e.g. the conditional relationship between any given feature and the coin landing H is not influenced by any of the other features:

![p(\Theta_{i}|H, \Theta_{1},...,\Theta_{i-1}, \Theta_{i+1},...\Theta_{n}) = p(\Theta_{i}|H)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATAAAAASBAMAAAAuxp9JAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAADI0lEQVRIDbVVvWsUURD/5T72LntezouCRRA2sVAUJOQIdiGCFiqSM0HQWLikEESQU9Aj2gTsgsJppxBYRQzauCCCEos0anuiIGKKgH+AUUsLnXnfe9k7QXSK9+b9PmYmuy97gIhcKPf/vQabG6S2NroL1pCz6b/PnD66uAPZ1gaMgPcnR4S2oh1i12gCBMrj00EHlIopjZFnw04XorTWWpeLUVhCfoldNFjh/h28utGmg0GZcWK+jdPMu5GGKd5QXuQ6OE9vrXV+G2sN4Akr+YkdbGNLnQ8G5YON8lvAj+yZszRMKRyqlTRRmfTWSlcEJsjxjoYTg9HhUptLGJQPNrLrNMgOe+YsDVMKh1pOmoAurZXuPLAYAMMx2fiJfQFeiAoGFSezFB8AmSFzFEkaphQOtS9pArq0Jt2uwzPhNWDodrW6f4NsPNh24J6oYNBkvb6X1erg1z9jSuHIZ11Tj9az8K4sFFokH2w2mxfVYLltKys0G4VB3XpA3+5m82rnYCmYcjnyKYIqvyi+o2frKXh+nFulwRbJ0RfjET8xuhOFraKoQo+pDnorRpQNwQ8FINk0TNB0jyJK5JvnwXT0ak26YqPUou0xyfXlL46itC7sEs381LXU7recy69Yi2XoAiYclsKMW6lHa9KtYaBON5A/DE/ZVRED9o+KCgrtvLLi/39D95CsxbJEJByWErh+lb1ak/8UzmKAPnTiAzsX8WAn6K1OYo7qS5TKeQEIoFUsOMIfWG+vHE2yFpODOQ5JXX9+BngoLXLt2lrofkzHqLTpd2GEfpKOt2iwzzfjzLdlDBMoURossxPYg8wCL5SWx0YC5D7pwRiymBzMcUjq0Dr9/S1pkWvX1kL3hkT5QOmzdX5iMrxQZ/wCzpmDTcfxrFaLk+y4V5uoHUhi0lqqH4UX2TJA19as81ZZqu9L8aMdLM+EDBqsrnMnvdUQYIIlTD4x1yFk/e3lyWwoUrl4q7yntUY2xPxrZi/zQuEHdrAPEqI1f7denjQnm9L3nyLJEkaDJTFp7cdYyPfWRPfWdJNV5EOdwTfZ3yal7sZgM5XaOsBvsrf/VBYSxz8AAAAASUVORK5CYII=)

And now our equation simplifies to:

Given that ![p(\Theta_{1},...\Theta_{n})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAAASBAMAAADRbS/HAAAAMFBMVEX///8aGhqjo6OEhITBwcGzs7Pg4ODR0dE4ODhXV1d1dXWUlJQoKCjw8PBHR0dlZWVJgE5EAAABfUlEQVQoFXWSsUvDQBTGv6a5NEZSSReHLmkFFQQRQUdxcRBBS6WgLgY3FaSIGurUuVMcHQLBTRezOIhLF3VN0bFD/wMLji6+u1xCLPVB3n33vV8ud+8CiFCdePwvK2nhNFXjhRYmfgB8NKrJLB3NlbodT1alp4Yo+GB+ikjRirAfCX0iHSNCvwk8jJDmO2AEwpyQJR1YI9kjOhv5AWBOC8eQpWOgYwOVMMsB+h2glIWnUGlmY9e5Bso3lrU4/Evmni2r9CU8FkC7bBe8A6Dkuu7ZKDnnulcxqQ6hGaHaJbJDr+ZCbGVX1QOaxV8nEnpz0tsB7snsNZWfLGl46YnYEtBHsUYn4l16BBaypOgSLUbBT7SHQxQBNe48kUeAZlOmtMk7X3hphDDWge96iKmIbrPKb5PISgSljXmezOWqDXUbA/DOv9HDbEoiiNQcqZPhSQ1At6l1uRFvhgSRjBvZ8I0L0B/SeuXmuayw2xo+sxTXXn6W9iyDOYkaPyrAL+NWTXRLKDQ5AAAAAElFTkSuQmCC)is a constant, we’re back to MAP!

![\arg\max_H p(H) \displaystyle \prod_{i=1}^n p(\Theta_{i}|H)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALwAAAAuBAMAAABgyW7QAAAAMFBMVEX///8aGhrg4OCzs7OEhITBwcFXV1c4ODjw8PCjo6NHR0eUlJRlZWXR0dF1dXUoKCglrMPrAAADmklEQVRYCe1WXYhMYRh+5pw9uzM7O2ed/Id1JBcIy4qsCLvKklouqF1llGRvmItVLsisxIWbCaXN3+Tnjhopf3th5EZJDfm5Yo9QK6mV5ELieb9zzsyZUbtrMkm8dc77fc/zfM/3e+YboNyI9TVlym07gnZGB9IjkJUtuWY4ZbcdQcOd5tMRqMqWxKuOld32f8N/dQV6LOs746Nl5SqyBLOUb2jqb3Pf6A8zJYWIa9/gg8jTeQRQykB9iKKW8cnZUtBd+zE+WKCBdh9USr8ydDbzdJXNYqk96XDLEne4WV+qlH5l6NwJxF514U53UnOoLLUn/SyJRUkxyQIvx6WiX9YopSDDxwAlG5KobwTiLJbaDyD8DTAdUmJvTAA+uUpBho8EJWuBR0ngA4ul9glUpbk+U0iJPSsx9vABWtNqLL73RnvXthzouLLUOf5QYSdHm5OTInZDizNfBG4wneJTYk+65h3P0yRSYl+7AlEO6BSqV9TY+qUnte1HNM5pD7rRrDB8juREy4isbloVc1gYC+xi4jiC9h4dum5ZEy+TEvtQO6odUWrJ6kZjEPW5kM3NG4Xt6FcYNk8Hnj+MTgTmLMYznWJjTF8fe8AWPoHRe3TozIsXjy/DtMV+w7q+q+1KObM5ZSRgpp6zUWwQXZgHEIOZBjixOGC/x1axlwUdhZ/sPbqGCviLI7uklNFsXcpIQ++9yapnLxgie4AjMDOE9+O6kWVnXNA0qwv5BEbv0WY8sLXdwG2l7EH1GSONKCt5e8EwYzPQ3Hsux0aDuCBb25PjrlBVsrUerQ5mVjsLLo6coO1KOQ2114y0LBlDjb4fgoUdHuI29BDVE3oWaWC+2jLgrWCFHwWf3iSflXFY7HWuoezSW0RfL+jqaLANa7zDD6/h0Phl2wYEu5Oom5w7jw6K6lo43vs4eiATuStnPs4nYO/RCLf1poAW2odvfMXpBs5blCpe2gff+OVCHkQrK/U2X0vyqOawGLAvpvfm5OS4oZSq2OvumE+4ee5nfV8ScpQ4BRfiu8rmK2BfTPPjypJXoZSqFLl1IuOBpSm2u5FQjBN3Y6akgn0pHbBXSq/VcGmBL1D9FOw9OE8DTpHSr/xS/um2+qXWw4pnWfepWfn77tqiHvlPwUrgLt+5Ivx/5e9fAfcnEJ0VnUnkQUXt1U9/BXqQW0NCbpYKhHFYa21tXV8pe7k1JCo0eux9XNHR89Zg6DvkKvhz8QOitPIoW4ud9AAAAABJRU5ErkJggg==)

where the prior p(H) is just the relative class frequency in our dataset or, in our example, the number of H outcomes.